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Abstract: -

We study the benefits of Genetic Algorithms, in particular the crossover operator, in

constructing experimental designs that are D-optimal. To this purpose, we use standard Monte Carlo
algorithms such as DETMAX and k-exchange as the mutation operator in a Genetic Algorithm. Compared
to the heuristics, our algorithms are slower but yield better results.
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1 Introduction

Design of experiments (DOE) has been of both
great theoretical and practical interest. There ex-
ists a number of criteria for optimality of designs,
and there are several algorithms for constructing
optimal designs. The most common and most
widely used criterion is D-Optimality.

Given are n candidates x1,...,xy,, defined by
points ujp,...,u, in the input space (the d-
dimensional euclidean space) and a regression type
(e.g. a second order polynomial). For a choice of
p < n candidates & = (j1,...,Jp) € {1...n}P, we
write || = p and define the design matrix

Xé‘ = (wjl .. .1’jp>/,

i.e. X¢ is the matrix formed of the chosen candi-
dates. We now consider the model

y=Xef+e

which is linear in the coefficients, where € is a ran-
dom vector with distribution N (0,02 Id) and y is
the observation vector of size p. Then,

B = (X{Xe) ™ Xy

is the least squares estimate for # and has co-
variance matrix (XéXg)_laQ. To obtain a model

of high quality, one should choose the candidates

*A. Mitterer, BMW Group, D - 80788 Miinchen, Germany,
alexander.mitterer@bmw.de

Jis-..,Jp in order to minimize this covariance ma-
trix. Several notions of minimality have been con-
sidered. D-Optimality means to minimize the de-
terminant det((X éXg)_l) or, equivalently, maxi-
mize det(X;X¢). The desired number of points in
the design is usually a fixed number pg.

We remark that this approach applies to ar-
bitrary polynomial models or, even more gen-
eral, to models that are linear in the coefficients.
For example, a second order polynomial model
for the points (Ul,j7u2,j)§:1 is obtained by z; =
(1w ua uij u%j u1,; - u2,5)’. Low order poly-
nomial models have many practical applications
in engineering, e.g. they are used to imitate the
behaviour of complex systems. In this case, the
process of measurement which leads to the obser-
vation vector y may be quite expensive, and one
is interested in the best possible design, while the
expenses to find the design (computer time) are
almost negligible.

2 Common algorithms

Almost all algorithms for constructing D-
optimal designs are Monte Carlo algorithms,
heuristics, that base on the idea of sequentially
exchanging ”bad” candidates of a design for ”bet-
ter” ones. A comparison of these algorithms can be
found in [1]. In this section, we outline two of these
algorithms, which we will use as reference and as
mutation operators for the genetic algorithms.



2.1 DETMAX

The DETMAX algorithm was first suggested in
1974 by Mitchell ([7]) and subsequently improved
(see e.g. [2]). One starts with a random design £ =
(41,---,Jp). One also initializes the failure set F' to
the empty set. F' is supposed to contain all those
designs which did not lead to an improvement. (In
fact, for space-saving reasons, F' will contain the
determinant of those designs.)

In each step, with p denoting the actual number
of candidates, there are three cases:

e p = pg- Then one randomly decides whether

to add or to remove a candidate.

e p > po. In this case, a candidate is removed,
if the current design is not in F'. Otherwise, a
candidate is added.

e p < pg. In this case, a candidate is added, if
the current design is not in F'. Otherwise, a
candidate is removed.

After that, one has to decide, which candidate is
added or removed. Since

det ((Xg z) ( X )) _

det(X{ Xe) - (1+ x’(XéXg)’la:),

the candidate z; is added for which 1 +
' (XéXg)_lxj attains its maximum. If a can-
didate is removed, this term is replaced by 1 —
x;(XéXg)_lzcj.

There are some more updating formulas which
allow to perform also the other computations (such
as updating (XéXg)_l) with a small effort (see [2]
for details). Because of the accumulation of float-
ing point errors, one should perform a bootstrap-
ping after a number of steps, i.e. calculate the
exact values, we used 10 steps.

When after one step the actual number of can-
didates p equals the desired number pg, one checks
if there is an improvement of the determinant. In
this case, the failure set F' is emptied, otherwise all
designs that were met up to now are added to F'.

The algorithm terminates if [p — po| > ¢, where
q is a constant. Mitchell proposed ¢ = 6, which we
adopted. A former version of this algorithm using
q = 1 often gets stuck in local minima with poor
determinant. When |p — po| > 1, it is called an
”excursion”.

2.2 k-exchange

Another heuristic for constructing D-optimal de-
signs is called k-exchange algorithm (see e.g. [5]).

It is based on the idea that it might not be optimal
to add the candidate for which 1 + w;»(XéXé)*lxj
attains its maximum. If afterwards a candidate is
removed, these two steps can be considered as one
step (the exchange of a candidate), thus yielding
more improvement. Of course, this increases the
size of the problem considerably. Instead of find-
ing the maximum of p terms, now roughly N - p
have to be examined. To keep this number lower,
one can consider only the best k candidates for
addition and the worst k candidates for removal.
Thus, there are k2 terms of which the maximum is
to be found.

3 The crossover operator

Especially in large scale cases with a great num-
ber of candidates, the above exchange procedures
are likely to get stuck in a local optimum which
is a result of a suboptimal design in a part of the
input space. Another design may be better for this
part, but worse for another. If the better part of
the first design is combined with the better part
of the second, there could be hope that the result-
ing design ”inherits” the good properties of both
designs. Hence, we consider a crossover operator
that takes two designs and builds two new designs
of them. For this aim, we first have to define an
appropriate representation of a design.

Consider a bit string b of length n, b = b1bs ... b,,.
The candidate j occurs in the design b if and only
if b; = 1. Thus, it is possible to apply an arbitrary
standard type of crossover (one point, two point,
uniform) to two designs b; and by, obtaining two
new designs b3 and by (see e.g [3] or [4]).

This binary representation has a severe draw-
back. In particular if p < n, each design b uses
much space to encode little information, similar to
a sparse matrix. Therefore, another representation
can be used. A design corresponds to a set ¢ coded
as an ordered list containing all points of the de-
sign. For a genetic algorithm all the lists should
have a fixed length, but on the other hand dur-
ing the process of optimization it is desirable to
try and combine designs of different size. There-
fore, the lists have the fixed length of 2 - pg, and
the unused entries are filled with 0. Note that the
alphabet used for this representation is no longer
binary, but has size n + 1.

Of course, this list representation requires a dif-
ferent crossover operator. It has turned out that
the simulation of a standard crossover operator on



the binary representation works well. In addition,
this simulation can easily be done in time O(p),
while the standard crossover operator on the bi-
nary representation needs time O(n).

More explicitely, the uniform crossover operator
on two lists ¢; and co producing c3 and ¢4 reads as
follows. Take the smaller of the first elements of
c1 or co and remove it. With probability %, add it
to c3 or cy4, respectively. If the first elements of ¢;
and cy are equal, remove them from both ¢; and
co and add them to both c3 and c4. Repeat these
steps until both ¢; and ¢y are empty.

4 Repetitions

The list representation of designs has one more
advantage. If pg is not too small, the optimal de-
sign may contain repetitions, i.e. candidates that
are contained two or more times. This fact seems
not to be very intuitive at a first glance, but it
can be illustrated by a simple example. Consider a
linear model in one dimension with n = 10 equidis-
tant candidate points. Then the best way to choose
po = 4 candidates is to take the minimum point
and the maximum point each twice, as one can
easily verify.

With the list representation, we are able to en-
code designs that contain repetitions, while this is
not possible with the binary representation. Even
if k£ is small enough such that the optimal design
does not contain repetitions, it has shown out that
admitting repetitions during the search accelerates
the algorithm.

5 Genetic Algorithms

We have already described the representation of
the individuals, i.e. either binary or list coding, as
well as the crossover operator for the genetic al-
gorithm. The fitness function is almost obvious,
one roughly takes the inverse of the determinant
of X éXf. Of course a larger number of actual de-
sign points p than the desired number pg allows a
larger determinant. Therefore we perform an ini-
tial estimate dy of the optimal inverse determinant
by once applying the heuristic. Then we define the
fitness function

P(€) = det(X{Xe)™!
+ C@)  Ligspo - (1€l = po) - do,

where C(t) is a function dependent of the actual
generation ¢ of the genetic algorithm. We used

an increasing sigmoid function having C'(0) = 1
and C(tmaz) = 20, where ¢4, is the number of
generations that are performed. Thus, the fitness
function is non-stationary (see e.g. [6]), but in each
generation t its minimum will have |£| = pg, since

min G(€) > do > min H().
|€1>po I€]=po

Moreover, the function is non-decreasing in ¢. This
non-stationary fitness function has the effect that
in the early phase of the genetic algorithm designs
with more points are tolerated, allowing a larger
genetic variety, while later those designs are elemi-
nated, increasing the chance for an optimal design
with the desired |[£| = po.

For the mutation, we pursue a similar strategy.
While in the late generations it is important to
draw the maximum effect out of the heuristic, we
can save time in the early phase by aborting the
heuristic after a certain number of steps and choos-
ing a small ¢ (in case of the DETMAX algorithm)
or k (in case of the k-exchange algorithm).

Finally, for generating the initial population, we
use the heuristic for about one third of the popula-
tion. The number of design points p is choosen ran-
domly for each individual between pg and py + 10,
where p = pg has the greatest probability. Again
we can save time by aborting the heuristic after
a certain number of steps and choosing a small ¢
(for DETMAX) or k (for k-exchange). The rest
of the population is generated randomly with p
design points, where p is uniformly distributed in

{po, BN s 10}.

6 Experimental results

The algorithms have been tested with several
candidate sets, varying number of design points
and polynomial models of different order. Here,
the results of a test data set with 9% candidates
are presented, defined by a full factorial set in 4
dimensions with 9 points for each coordinate plus
a small random perturbation. Different test data
sets produced very similar, partly almost identical,
output. We show two "tight” designs, a 3rd or-
der model having 35 design points and a 4th order
model having 70 design points, which is in fact the
lowest possible number of points for the respective
model. Moreover, we present two ”large” designs,
3rd and 4th order with 100 and 150 points, respec-
tively. In addition, we present two "real world”
data sets from an industrial application (see [8]).
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Fig. 1. Test data set, tight design, 3rd order
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Fig. 2. Test data set, large design, 3rd order

Each figure contains the relative performances of
the four heuristics, k-exchange, DETMAX, binary
k-exchange and binary DETMAX, and in compari-
son, the performance of the genetic algorithm using
these heuristics as mutation operators. It is com-
mon to execute the heuristic a number of times
R and choose the best resulting design, we used
R = 20. Also the genetic algorithms have been
evaluated 20 times, the figures display the aver-
age performances with standard deviations and the
best performances. The plots use a logarithmic
(base 2) scale, the values are relative to the fit-
ness of the pure k-exchange, a positive value means
a better (lower) determinant. Thus, the leftmost
bar (k-exchange heuristic) is the reference and is
always 0, and a bar of height -1 means that the fit-
ness value of the corresponding measurement was
twice the reference value.

We observe that the genetic algorithm yields al-
ways better designs than the corresponding heuris-
tic. Especially for large designs, the list version
performs considerably better than the binary ver-
sions. In one case (Fig. 4), the DETMAX muta-
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Fig. 3. Test data set, tight design, 4th order
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Fig. 4. Test data set, large design, 4th order

tion operator seems not to produce a robust genetic
algorithm. The best design is mostly found by the
genetic algorithm with k-exchange.

In our MATLAB implementation, one run of a
heuristic takes, depending on the data set, about
2 seconds using k-exchange and about 4 seconds
using DETMAX. One call of the genetic algorithm
with a population of u = 40 individuals running
for t;ee = 100 generations takes on the average
about 170 seconds with k-exchange and about 240
seconds with DETMAX. Thus, the running time
of the genetic algorithms is roughly 80 times the
running time of the corresponding heuristic.

7 Conclusions

Genetic algorithms can improve the construction
of D-optimal experimental designs. Particularly
when measuring is expensive, the presented genetic
algorithms can save costs. Moreover, they can pro-
vide a way to obtain good practical designs, that
are good with respect to more than one optimality
criterion. This approach could lead towards more
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Fig. 5. Real data set 1, rather tight design, 3rd order
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Fig. 6. Real data set 2, large design, 3rd order

powerful design algorithms, meeting the demands
of the growing complexity of todays real world sys-
tems.
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