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ABSTRACT

The scale invariant feature transform and the integral in-
variants are two well known approaches for visual feature
extraction. Each of these approaches has been successfully
applied to global localization of mobile robots. In this pa-
per, we propose applying a combination of the two concepts.
We demonstrate that extracting the integral invariants from
the scale space does indeed improve the localization accu-
racy. We also show that the computation time of the pro-
posed approach is much less than the scale invariant fea-
ture transform.

1 INTRODUCTION

The problem of robot localization can be classified as ei-
ther global or local localization. In global localization, the
robot tries to discover its position without previous knowl-
edge about its location. In local localization, the robot up-
dates its position using its current data from its sensors as
well as the previous information that it has already accumu-
lated. The lack of any historical information about its sur-
roundings makes global localization more challenging [9].

Vision based robot localization demands image features
with many properties. On the one hand the features should
exhibit invariance to scale and rotation as well as robust-
ness against noise and illumination. On the other hand they
should be extracted very quickly so as not to hinder the other
tasks that the robot plans to perform. In Wolf et al. [18] the
problem of robot localization is dealt with by means of vi-
sual features that are also applied to image retrieval sys-
tems. The difference between the concept of image retrieval
and robot global localization is only within their applica-
tions rather than in the methodologies used. Nevertheless,
robot localization is a real time issue. It is also more elab-
orated when the visual surroundings have various similari-
ties.

Visual features for robot localization can be generally
classified into local or global features. This should not be
mixed with the definition of global and local localization.

Local features can be part of the images under investiga-
tion, and can also be referred to as local landmarks or local
descriptors. These features should remain unchanged while
the robot change its position, they should also maintain their
values as well as position in the images under different illu-
mination changes. Local features are commonly employed
in robot localization because they are resistant to partial oc-
clusion and are relatively insensitive to changes in view-
point.

Some examples of robot localization using local features
are: The work of Sim et al.[14], where Principal Compo-
nent Analysis, PCA, is applied to local patches of the im-
ages. The paper of Lowe et al. [8], which is discussed thor-
oughly later on, applies local descriptors at different scales
of the images and maps them into a set of histograms. An-
other example is our work in [16], where wavelet features
are extracted around wavelet based salient points. In our pa-
per [17], kernel PCA is applied to local patches in order
to extract nonlinear features from the images. Although lo-
cal features are robust to occlusions and are suitable for dy-
namic environments, they have some major problems when
the features are not able to maintain their positions as the
robot moves or when the robot is in an environment of
highly changing illumination or noise.

In contrast with local features, global features are ex-
tracted from the whole images. In Wolf et al. [18], discussed
in detail later on, a set of integral invariant features are ex-
tracted from the images, Monte Carlo integration is used to
reduce the computation power, their features are finally rep-
resented in global histograms with both color and texture in-
formation. Another example of global features is the work
of Jogan et al. [6], which is to apply robust PCA for robot lo-
calization with illumination invariance advantage. Although
the extraction of global features can be more time consum-
ing than local ones, the matching time of two global fea-
tures is generally less than matching a set of local ones be-
cause matching local features is most of the time a corre-
spondence problem.

This paper combines the work of two state of the art ap-
proaches for robot localization. The first one is the scale in-
variant feature transform approach [8], which is well known
for robust localization but suffers from high computation
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Fig. 1. A scale space of an image that shows 2 octaves and 5 scales
in each octave (from [8]).

cost. The second one is robot localization based on image
retrieval features [18], which we refer to here as integral in-
variants. These features are invariant to translation and rota-
tion but when used in robot localization, they lack accuracy.
The combination of the two approaches is done as follows:
From the SIFT approach, we obtain a set of stable points
to scale and illumination around which, features can be ex-
tracted. These features also hold information from course
and fine structures found in the image. In out approach we
extract the integral invariants around the stable points found
by SIFT. We demonstrate that this can be accomplished with
less computation time than SIFT.

The remaining sections of this paper are organized
as follows: Section (2) reviews the SIFT approach. Sec-
tion 3 reviews the integral invariants. Section (4) discusses
the proposed approach. Section (5) defines the prob-
lem of global localization and discusses the similarity mea-
sure used. Section (6) presents the experimental work and
finally section(7) concludes this paper.

2 SCALE INVARIANT FEATURE TRANSFORM

The Scale Invariant Feature Transform (SIFT), devel-
oped by Lowe [8], is invariant to image translation, scal-
ing and rotation. SIFT features are also partially invari-
ant to illumination changes and affine for 3D projection.
These features have been widely used in the robot localiza-
tion field. Se et al. [10] employ the SIFT scale and orienta-
tion constraints for matching stereo images. Andreasson et
al. [1] propose a modified version of the SIFT approach to
solve the global robot localization using panoramic images.
Kosecka et al. [7] propose a method to further minimize the
classification errors during localization by extracting SIFT
features from each image and then using spatial relation-
ships among the locations by means of a hidden Markov
model. Silpa-Anan et al. [5] use an image map based on

SIFT and Harris corners and use it later for robot localiza-
tion.

The SIFT algorithm has 4 major stages:

1. Scale-space extrema detection:The first stage
searches over scale space using a Difference of Gaus-
sian (DoG) function to identify potential interest
points.

2. Keypoint localization: The location and scale of each
candidate point are determined and keypoints are se-
lected based on measures of stability.

3. Orientation assignment:One or more orientations are
assigned to each keypoint based on local image gradi-
ents.

4. Keypoint descriptor: A descriptor is generated for
each keypoint from local image gradients information
at the scale found in stage 2.

The SIFT keypoints are found as scale-space extrema
located inD(x, y, σ), the Difference of Gaussians (DoG)
function, which can be computed from the difference of two
nearby scaled images separated by a multiplicative factor k:

D (x, y, σ) = (G (x, y, kσ)−G (x, y, σ)) ∗ I (x, y)
= L (x, y, kσ)− L (x, y, σ) (1)

whereL(x, y, σ) is the scale space of an image, built
by convolving the imageI(x, y) with the Gaussian kernel
G(x, y, σ), as seen in figure 1. Points in the DoG func-
tion which are local extrema in their own scale and one
scale above and below are extracted as keypoints. Gener-
ation of extrema in this stage is dependent on the frequency
of sampling in the scale spacek and the initial smoothing
σ0. The keypoints are then filtered for more stable matches,
and more accurately localized to scale and subpixel image
location using methods described in [3]. For a more detailed
discussion of the keypoint generation and factors involved
see [8].

SIFT features are distinctive and invariant features used
to robustly describe and match digital image content be-
tween different views of a scene. While invariant to scale
and rotation, and robust to other image transforms, the SIFT
feature description of an image is typically large and slow
to compute. For example, the work in [2] presents a study
of SIFT features for outdoor robot localization. Although
their approach is able to pick up features that are stable de-
spite the varying illumination, the authors reported some
disadvantages of using SIFT, specifically that it takes a long
time to extract the features from an image. Furthermore, the
number of features is immense, which poses problems when
searching for the matching pairs, along with having to store
a large amount of data.
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(a)

(b)

Fig. 2. illustration of Equation 2 usingG elements. (a) The calcu-
lation of the features under different transformations. (b) The fea-
ture extraction around a point in the image (from Siggelkow)

3 INTEGRAL INVARIANTS

In this section we review another type of invariant fea-
tures, which has been successfully used in image retrieval as
well as robot localization areas. Unlike SIFT, these features
are extracted globally from the image, which ease match-
ing two images to a high extent [11]. The features in this
approach are defined as follows:

Given an intensity imageI of sizeM×N , we can extract
the integral invariantsIF (I) as given in equation 2

IF (I) =
1

2πMN

∫ M

t0=0

∫ N

t1=0

∫ 2π

θ=0

f (g (t0, t1, θ) I)dθdt1dt0

(2)
wheref(I) is a non-linear kernel function andg is an el-

ement in the transformation setG, which consists here of ro-
tation and translation. The application of one elementg to
the imageI is denoted bygI as seen above. For the group
of Euclidean motion there exists an angleϕ ∈ [0, 2π] and a
translation vector(t0, t1)

T ∈ IR2 such that:

(gI)(i, j) = I(k, l) (3)

where
(

k
l

)
=

(
cosϕ sinϕ
−sinϕ cosϕ

) (
i
j

)
−

(
t0
t1

)
(4)

Figure 2 illustrates how the features are calculated.
The choice of the non-linear kernel functionf can vary.

For example, invariant color features can be computed by
applying the so-called monomial kernel, equation(5). On the
other hand, invariant texture features can be contracted us-
ing the so-called relational kernel function as seen in equa-
tion (6)

f(I) =

(
P−1∏
p=0

I (xpyp)

) 1
P

(5)

f(I) = rel (I (x1, y1)− I (x2, y2)) (6)

where

rel (γ) =





1 if γ < −ε
ε−γ
2ε if − ε ≤ γ ≤ ε

0 if ε < γ
(7)

Applying the integral invariants to each pixel on the
image is time consuming, as an alternative the work of
Siggelkow et al. [13][11] is to estimate the invariant fea-
tures using Monte Carlo integration method. Also in their
work, it is discussed that integrating the outcomes can be
destructive and they suggest using histograms instead. An-
other modification to these features was done by Halawani
et al. [4], where the integral invariants are applied around a
set of local patches in the image rather than the randomly
generated ones. This led to more discriminate representa-
tion of the images. Wolf et al. [18][19][20] apply the in-
tegral invariants to robot localization using indoor images.
Although the rotation invariance is not needed for an in-
door mobile robot, the features have proved to be suitable
because they are able to maintain the local structure held in
the images [12].

4 COMBINING THE TWO APPROACHES

In this paper we aim to apply the integral invariants in-
stead of the orientation histograms proposed in SIFT. This
means we will calculate each feature of the integral invari-
ants around the positions of the interesting points in each
scale space, as seen in figure 3. By doing so we obtain even
more distinctive features which eventually leads to more ac-
curacy in localization. After calculating the features around
each keypoint, a histogram is constructed for each scale of
each octave. Our approach can be described in the follow-
ing steps:
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Fig. 3. The proposed approach: The construction of integral invari-
ants from the scale space and the original image

1. Scale-space extrema detection:The first stage
searches over scale space using a Difference of Gaus-
sian function to identify potential interest points.
Assume we end up with the scalesS1..Sn.

2. Keypoint localization: The location and scale of each
candidate point are determined and keypoints are se-
lected based on measures of stability. Let the number
of keypoints in the scaleSi beKi.

3. Invariant features initial construction: For each in-
terest pointcj in the scaleSi wherej = 1..Ki, we cal-
culate a set of all points, which are at a distancer1 from
cj , we denote this set asMa. We use bilinear interpo-
lation for sub-pixel calculation. Another set of points
of distancer2 from cj are calculated in the same man-
ner, we refer to this asM b.

4. Nonlinear kernel application: A nonlinear kernel, ex-
plained in section (3), is employed on the values of the
points inMa

j andM b
j . In the case of a monomial ker-

nel, each pointpa
k ∈ Ma is multiplied with another

pointpb
l ∈ Mb. In the case of relational kernel, we em-

ploy equation (6) i.e:rel
(
pa

j − pb
k

)
. We end up with

a new set of points for each interest point, let us re-
fer to these set of points asM c

j .

5. Histogram establishment for each scale:A his-
togram of b bins is constructed for all the setsM c

j

j = 1..Ki in the scaleSi we refer to this his-
togram ashi. We repeat this for all the scalesS1..Sn.

6. Histogram establishment for the original image:
This is an optional step, where the positions of inter-
est points in each scale are tracked down to the orig-
inal image. Notice that the interest points in the oc-
taves after the first one require scaling their positions.

The number of positions at the end should be
n∑

i=1

Ki.

We then apply the nonlinear kernel and construct a his-
togramh0 from the original image.

5 GLOBAL ROBOT LOCALIZATION

5.1 Problem definition

The Localization is mainly performed in two phases:
First, the robot performs an exploration phase, during which
it discovers the environment for its first time, collects im-
ages from different positions and extracts features from
these images. The features are stored in the robot mem-
ory along with the corresponding robot positions, usually
in (x, y, θ) terms. Then the robot performs the localiza-
tion phase, where robot retrieves its position by comparing
the features from its current image with the features in the
database.

5.2 Similarity measure

When comparing images through their corresponding
features using SIFT, we apply the following similarity mea-
sure between each two images: For each keypoint in a given
imageka we find the two closest matching keypointskb

andkc from the other image. The matches are calculated
through the squared distance measure in equation (8).

d1 (kx, ky) =
b∑

i=1

(kxi − kyi)
2 (8)

A positive match of the keypointka with kb is recog-
nized if 4 ∗ d1 (ka, kb) < d1 (ka, kc). The final decision,
which image is similar to which, is then given by the one
with the maximum number of positive matches. This usu-
ally leads to robust matching, nevertheless, the search for
correspondences in this manner is time consuming. On the
other hand, our approach involves extracting a single his-
togram for each scaled image, as well as an additional his-
togram for the base image itself. The differenced2 between
two imagesx andy is then defined in equation 9, whereha

i

is the histogram of the imagea at scalei. The most simi-
lar image to the one at hand is then the one which has the
minimum differenced2 based on its features.

d2 (hx, hy) =
n∑

i=0

(d1(hx
i , hy

i )) (9)

6 EXPERIMENTAL RESULTS

We use the same image set as in [15]. For localization we
use a set of 121 gray scale indoor images each of which has
320×240 pixels. The images are taken in a11×11 grid in a
robot lab, 20 cm apart from each other. For exploration, an-
other 30 images distributed in the robot lab are used. The
camera in all the experiments is always heading in the same
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Fig. 4. Four sample images from the test set
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Fig. 5. Localization average distance using the three approaches.

direction, which means that we deal only with(x, y) coor-
dinates and can neglect the orientationθ. We use these im-
ages specifically because of two reasons. First, their avail-
ability on the web enables many comparatives studied to
take place. Second, they facilitate the accuracy measure, by
means of their corresponding locations, because it is consid-
ered that the similar images are located closer to each other
than different ones. This is not the case in many indoor im-
ages where similar images could be found in different lo-
cations and vice versa. Figure 4 includes some sample im-
ages.

Experimental work have shown that the following pa-
rameters lead to the best localization accuracy: For each im-
age a pyramid with3 octaves and3 scales in each octave is
built. Then, the interesting points are detected. The inter-
polation of two circles is calculated with radiir1 = 6 and
r2 = 9 around each interesting point and the nonlinear ker-
nels are applied. A histogram from the nonlinear kernel out-
come is calculated(h1...h9). The number of bins in each
histogram isb = 64. An additional histogram is also cal-
culated from each original image(h0) with the same num-
ber of pins. The similarity is measured as explained in sec-
tion (5.2). The experimental work is divided into two parts.
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Fig. 6. Robot pose estimates and corresponding ground truth using
the proposed approach. Average distance =15.27 cm.

0 50 100 150 200
0

20

40

60

80

100

120

140

160

180

200

X coordinates in cm

Y
 c

oo
rd

in
at

es
 in

 c
m

Fig. 7. Robot pose estimates and corresponding ground truth using
SIFT. Average distance =12.81 cm.

The first part concentrates on comparing different parame-
ters of the integral invariants with and without the construc-
tion of the scale space, whereas the second part compares
the proposed work with the SIFT approach.

Experiment 1: In the first experiment we compare the
result of using either a monomial function, a texture func-
tion or a combination of them. The results are illustrated
in figure (5). In the figure, group1 is the average localiza-
tion result when applying the integral invariants on the orig-
inal image only, i.e. only deals with studying the histogram
h0 which is similar to [18][4]. Group2 shows the result of
our proposed work using the histogramsh1...h9. Group3 is
done with the histogramsh0..h9. The number of interest-
ing points used in group1 and group2 are the same. Still,
group2 has better results because those points are studied in
the higher scales. In each of the three groups it can be seen
that the monomial kernel alone leads to better results than
either the texture kernel or even the results of using both ker-
nels together. Initial experimental results showed that the
best weights for combining the two kernels are 75% mono-
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Fig. 8. The time required to extract features from a single image
and compare them with those of 121 images using SIFT, the in-
tegral invariants and the proposed approach. The average time is
1.470, 0.068 and0.065 seconds respectively

mial and 25% texture. From the results we can also con-
clude that group3 has the best results, specially when using
the monomial kernel.

Experiment 2: We compare the results of group3 with
the SIFT approach. Figure (6) is the robot map using the
proposed approach with squares representing positions that
belong to the exploration set of images and stars represent-
ing the position of the localization set. The lines between
starts and squares represent the matching results between
the two sets according to our proposed approach. The aver-
age distance between the matched images is 15.27 cm. Fig-
ure (7) shows another map with the matching that is done
by the SIFT approach. The average distance is here 12.81
cm. which is a little more accurate than our proposed ap-
proach. Figure 8 shows the time required for the localization
for each image using the proposed approach compared with
SIFT. The time is variable because it depends on the num-
ber of interesting points which is different in each image.
From the figure we can see that the proposed approach re-
quires0.068 seconds while SIFT needs1.470 seconds. This
is a major advantage to our approach. Figure (9) shows a
third map done by the integral invariants, i.e. the first bar in
group1 in figure (5).

7 CONCLUSION

Our proposed approach is based on extracting integral
invariants from the scale space of the images. We have
discussed this approach and compared it with two well
known approaches. Our proposed work inherits the trans-
lation and rotation invariant properties form the integral in-
variants. Unlike it, the proposed approach has better local-
ization accuracy, while maintaining nearly similar computa-
tion power. This is because our approach extracts more dis-
tinctive features. Although more distinctive features could
be obtained from the original image, this information deals
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Fig. 9. Robot pose estimates and corresponding ground truth using
integral invariants. Average distance =26.35 cm.

only with the fine and detailed structure of the image con-
tents, whereas our approach deals with both course and fine
details found around a set of stable points that are taken into
consideration. When comparing our approach with SIFT,
SIFT shows slight better accuracy but it requires much more
computation power (up to a factor of 1:20). Finally, It is also
important to say that, unlike SIFT, the proposed approach
can be also extended to using colored images.
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