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Abstract— An important problem in systems biology is
parameter estimation for biochemical system models. Our
work concentrates on the metabolic subnetwork of the valine
and leucine biosynthesis in Corynebacterium glutamicum, an
anaerobic actinobacterium of high biotechnological importance.
Using data of an in vivo experiment measuring 13 metabolites
during a glucose stimulus-response experiment we investigate
the performance of various Evolutionary Algorithms on the
parameter inference problem in biochemical modeling. Due
to the inconclusive information on the reversibility of the
reactions in the pathway, we develop both a reversible and
an irreversible differential equation model based on the recent
convenience Kinetics approach. As the reversible model allows
better approximation on the whole, we use it to analyze the
impact of different settings on four especially promising EAs.
We show that Particle Swarm Optimization as well as Differen-
tial Evolution are useful methods for parameter estimation on
convenience Kinetics models outperforming Genetic Algorithm
and Evolution Strategy approaches and nearly reaching the
quality of independent spline approximations on the raw data.

I. INTRODUCTION

A rife task in systems biology is the identification and
inference of metabolic network models. In many studies cel-
lular reaction systems were translated into sets of differential
equations to derive network properties, predict long term
behaviour or perform steady-state analysis [1]-[5].

To construct a mathematical model of a biochemical
reaction network, many formalisms have been released based
on the generalized mass-action rate law [6]. Any such
model contains parameters to be fitted to the available
data, which can be generated experimentally or in silico.
Despite phenomenological models, the parameter values can
be measured in vitro. However, this procedure is time con-
suming, expensive and often impractical. The application of
computational methods to optimize the model parameters
regarding the fit error has therefore become a challenging
task in the model identification process. The approach is
based on the assumption that, during evolution, enzymes
were optimized for specific environmental demands. Thus,
the model parameters represent the optimal thermodynamical
enzyme properties.

A very recent approach to model biochemical reaction
networks is the so called convenience kinetics, which de-
scribes a default rate equation for cases in which the exact
reaction mechanism remains unknown [7]. This is the case
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for many larger networks available in databases like KEGG
or MetaCyc [8], [9]. Based on the trimolecular random order
Michaelis-Menten formalism the convenience kinetics gives
an approximation of the exact process. The linlog kinetics
[10], another approximative formalism, was applied to model
the L-valine (Val) and L-leucine (Leu) metabolism in the
industrial producer species C. glutamicum by Magnus et al.
[4]. Due to the economic importance of this pathway and the
high quality of the measured data, this model system provides
a valuable reference for further investigations on the appli-
cability of different modeling approaches and optimization
procedures.

Evolutionary Algorithms are known to handle highly non-
linear optimization problems and have been applied sucess-
fully to biochemical systems in several studies [11], [12]. In
this work we constructed two alternative seven dimensional
systems of differential equations based on the convenience
kinetics formalism and applied the following EAs to optimize
the model parameters: multi-start Hill Climbers, Simulated
Annealing, binary and real valued Genetic Algorithm, stan-
dard and covariance matrix adaption Evolution Strategy, Par-
ticle Swarm Optimization and Differential Evolution. Stan-
dard settings of these optimization methods were explored
and varied systematically on the model systems aiming for
determining the most appropriate approach with its specific
settings to obtain suitable parameters for metabolic networks
based on convenience kinetics and in vivo data.

II. METHODS
A. The System under Study

1) The Biochemical Model: Fig. 1 shows the biochemical
reactions of the Val/Leu biosynthesis in C. glutamicum
according to the METACYC database.

Our consideration of the pathway starts with pyruvate
(Pyr) which is consumed to form 2-ketoisovalerate (KIV)
in two reaction steps. There are two different ways to form
Val and one to convert KIV to 2-isopropylmalate (2IPM).
The latter is the starting substance for the Leu production
in four following reaction steps. Both Val and Leu can be
used for biomass production or can be pumped out of the
cell if not needed. Here we only consider the industrially
interesting transport. In four feedback loops Val and Leu
downregulate their own production rate. The transport of Leu
and Val across the cell wall is actually performed by the same
enzyme, so that both substrates compete with each other.
However, for modeling purposes two distinct reactions are
necessary in which the competition is included as inhibition.
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Since the reaction 2 IPM — 3 IPM is fast, it is assumed
to be in equilibrium. This and the two following reactions
3IPM + NAD" — 21,0S + NADH, as well as (2S)-2-
isopropyl-3-oxosuccinate (21;0S) —— 2-ketoisocaproate
(KIC) +CO, that only depend on the concentration of
2 IPM were lumped together introducing the symbol IPM for
both derivates. The KEGG database mentions two additional
reaction steps not included in METACYC: Pyr reacts to 2-
hydroxyethyl-thio-dipyrophosphate first before forming (S)-
2-acetolactate (AcLac) which then turns over in 3-hydroxy-
3-methyl-2-oxobutanoate before it further reacts to (R)-2,3-
dihydroxy-3-metylbutanoate (DHIV).

co,

Corynebacterium glutamicum

ValExt LeuExt

Fig. 1.
Metabolites outside the cell are not directly included in the model system.

Process diagram of the Val and Leu synthesis in C. glutamicum

Both amino acids can be formed from Pyr, the end product of the glycolysis.

TABLE I
THE REACTION SYSTEM IN MORE DETAIL

The reactions in KEGG were lumped together to result in this reaction
scheme which is in accordance with METACYC besides the question of
irreversibility, apart from R2 and Rg, which are reversible.

No. Reaction Enzyme Inhib.
Ry 2Pyr — Aclac + CO, AHAS Val
Ry AcLac + NADPH, —= DHIV + NADP* AHAIR Val
R3 DHIV — KIV + H,0 DHAD Val
R4 KIV + Glut — Val + aKG BCAAT 5
Rs KIV + Ala — Val + Pyr BCAATy,¢

Rg Val — Val Transy,,  Leu

R7 KIV 4+ AcCoA —— IPM + CoA IPMS Leu
Rg IPM + NAD* — KIC + NADH, + CO, IPMDH

Ry KIC + Glut = Leu + aKG BCAAT, 5
RioLeu — Leu, Trans; Val

2) Glucose Stimulus-Response Experiment: A glucose
shock was caused after a 10 min starvation period by adding
this central nutrient to the culture medium as described in
detail by Magnus et al. [4]. Over a time span of 25s,
beginning 4s before the glucose pulse, 47 samples were
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taken for 13 metabolites on the pathway starting at the
state of Pyr. For technical reasons NADH, and NADPH,
as well as AcetylCoA and CoA could not be measured
with a high degree of exactness. Thus, Magnus et al. [4]
suggested to take into account that both couples NAD™
and NADH, as well as NADP™ and NADPH, follow a
conservation relation so that the total amount of both coupled
metabolites remains constant during the 25s of interest.
Thus, NADH, = 0.8mM — [NAD™] and [NADPH,] =
0.04mM — [NADP*]. We assume a constant pool of the
other two central metabolites, which does not vary over the
considered time span. The steady-state concentrations of the
seven metabolites to be simulated [4] serve as initial values
for the models.

B. Mathematical Models

We benchmarked the following two alternative modeling
approaches on this pathway, which will be explained in more
detail in the following sections:

1) Convenience kinetics with three Michaelis-Menten

equations (CK MM), reversible

2) CK MM, irreversible
The change of the metabolite concentrations over time can be
calculated by linear combination of the stochiometric matrix
N describing the topology of the reaction system (Tab. I)
with the vector of reaction velocities v that depends on the
vector of reacting species S and the parameter vector p

d

—S = Nv(S(t),t,p)-

8 = NV(S(),1,)

For the Val/Leu biosynthesis this yields the equations listed

in Tab. II.

TABLE 11
LINEAR COMBINATION OF THE REACTION VELOCITIES

|

I [AcLac] = w1 —wv2 % [DHIV] = w2 —ws3
% KIV] = w3 —v4— U5 — VT % [IPM] = wvr—ug
% [Val] = w4+ v5— g % [KIC] = wg— vy
4 [Leu] = v9 — V10

al
&

1) Reversible Convenience Kinetics (CK MM, rev.): The
reactions R3, Rg and Ry follow a two molecular Michaelis-
Menten reaction mechanism. Eq. (1) gives the general equa-
tion for bimolecular enzyme reactions of S and E forming
product P and the catalyzer E inhibited by I as a special case
of the generalized mass-action kinetics.

L, max max

UK+évI [S] - U[;T[P]

1+ Fe+ (B + 5) (1+ )
In case of R3 there might be a reverse reaction. Both
of the remaining reactions are assumed to be irreversible
as they describe the transport of Val and Leu out of the
cell. To avoid numerical problems, the inhibition constants
in Michaelis-Menten kinetics were transformed into their
reciprocals K¢ = _L_ This modification allows us to

KTalb*
model any kind of inhibition [6] as limits of Eq. (1):

M

Uj
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« competetive (for 0 < K < 0o, K™ — 00)

« noncompetetive (for 0 < K'* = K™ < c0) and

o uncompetetive (for K¢ — 0o, 0 < K™ < o0).
For instance, by setting K'*” = 0 we obtain the same effect
as if K'l® — co. For sake of simplicity we omit the prime
symbol in the following equations.

S [DHIV]- [KIV]

KbHIv] I‘[}qv]

v3 = [ (2
1+ K Vall+ | RV V) (14 KTP[Val])

Kipurv)  Kxiv

; Vn2X [Val] 3)
6 =
KNy +HVall+ (K“gﬂ]K‘wKIb[vm]) [Leu]
S5 Lou]

V10 = +3 (4)

KNy HLeul+ (KR, Ko+ K3 (Leu] ) [Val)

Recently, the convenience kinetics was suggested by
Liebermeister et al. [7], designed to be a standard formalism
for any enzyme reaction where the exact mechanism is
unknown or as an approximation of the real kinetics. The
formalism was derived from the trimolecular Michaelis-
Menten reaction with a random order mechanism. It was
shown that this formalism is able to describe any reaction
mechanism in a reasonable way [7]. The general equation of
the convenience kinetics for reaction j reads

)"

kfjt L<;fli/[)n — keaf "(Kl
I Szo ()" + TS0t ()" -1
'[Ej]HhA(SmaKjAm)w””hl(Sm7ij) im (5)

m

vy =

with ha and h; being functions for activation or inhibi-
tion, respectively, the turnover rates k““; and the matrices
Wi containing positive entries for the connectivity of the
metabolites as well as K; M being a constant analogous to
the Michaelis-Menten constant KM [7]. Function ha can be
modeled in two alternative ways [7], for inhibition, which

plays an important role in the system under study,
K! 1 1
K+ S; 14_KI 1+KI’Si

hi(Si, K') = (6)

was suggested and herein applied. Eq. (5) is also a special
case of the generalized mass-action kinetics. The product
[E;]k$% was lumped into one parameter k$%’ for all j
assuming all enzyme concentrations to remain constant.

Applying Eq. (5) to reaction system R; through R;q yields
the Eq. system (7) — (13). The three reactions that follow the
traditional monomolecular Michaelis-Menten mechanism are
modeled using Eq. (1). The reactions Rg and Rj are con-
sidered irreversible as described before. The whole system
contains 59 parameters. The stochiometric matrix has full
column rank. Hence, the parameters k%% can be estimated
directly without violating thermodynamic constraints.

2) Irreversible Convenience Kinetics: By setting all prod-
uct concentrations apart from Rs and Rg to zero, we obtained
an irreversible version of this model containing 41 parame-
ters.
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Fig. 2.

Six of the 13 measured metabolites were considered external and approxi-

Representing external metabolites using approximation splines

mated with splines which are not shown for Alanine (Ala), a-ketoglutarate
(aKG), glutamate (Glut) and NADP™*.

3) Representing external Metabolites with Splines: As
suggested by Magnus et al. [4], metabolites whose con-
centrations cannot be explained in terms of the model are
considered external, i.e., they are an input to the model but
involved in several other reactions outside this system (Fig. 1)
and approximated using cubic splines smoothing the measur-
ments. To weight all measurements equally, all w; were set to
1. Due to the different ranges of the concentrations of the six
metabolites it is not possible to find one appropriate degree
of smoothness A that leads to equally smooth curves. Hence,
we transformed all concentrations into the range [0, 1], set
A = 1, computed the spline coefficients and retransformed
them back into the original range (Fig. 2).

C. Fitness Function and Search Space Restrictions

Due to the differences in the concentrations of certain
metabolites the Euclidian distance between the model values
and the measurements is not applicable: Metabolites in
higher concentration would dominate the fitness over lower
concentrated ones. Minimizing the relative squared error
(RSE, cf. Eq. 14) overcomes these limitations. The first sum
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kS -[AHAS] K k. [AHAS]-K}

2
(K[M ]) L[Pyr]” — Koot [AcLac]
Pyr]1
v = - o) @)
1 [Pyr] [Pyr] [AcLac] KI al
( T T \A) i ) DD
S AMAIRIKS () o ac][NADPH,] — i BHAIRIS by NADPY]
[ALLM]z K[NADPH 1 K[DHIV] NADPT]1
vy = et ®)
14 [?VICLaC] 1+ [I\BI/IADPHZ] + (14 [DHIV] 14 [INADP*] (KI 4 [Val])
K[ACL ac]2 K[NADPH 1 [DHIV] K[NADP+]
cat
% [KIV][Glut] — % [Vall [aKG]
P Kixivin K Va1 P aka) ©9)
4 = 14 [KIV] [Glut] [KIV][Glut] [Val] [aKG] [Val][aKG]
K[]\fqvu K[]\élut]l K[]\fqv]rK[l\GIluc]l K[ngal]l K[l\(EKG] K[l\\/iam‘K[t[K(;]l
cat cat
ol [KIV] [Ala] — P [val] [Py
v 7 [KIV]2 “*[Ala]1 [Val]2 "~ [Pyr]2 (10)
5 = 1+ [KIV] [Ala] [KIV][Ala] [Val] [Pyr] [Val][Pyr]
Kirvie  Kaapn - Kikivye K[I\;ila]l KNz Kipynz  Kape K[]}I’yr]Q
L"lt cat
s ”"I?‘S] [KIV][AcCoA] — mx- “Pﬁﬁl [IPM][CoA]
vy = [KIV] [AcCoA]1l [IPM]1 M [CoAlL (11)
(1 KV [AcCoAl | [KIV]iAcCoA] PN GoA] | [IPM[Conl >(K§ + [Leu])
[KIV]3 [AcCoA]l [KIV]3 [ArCnA]l [IPM]l [CoA]1 [IPM]l [CoA]l
kca [Il;{l}g[DH] [IPI\/I] [NAD+] KN’fca '[I;I\NAIDH] [KIC} [NADHQ}
o [IPM]2 [NAD+]1 [KIC]1 “} [NADH,]1 12
vs = 14+ [IPM] [NAD] [IPM][NAD*] [KIC] [NADH,] [KIC][NADH,] ( )
K[]}/[PM]Q K[l\]/\I]ADJr] [IPM]2 [NAD+]1 K[]\IiIC]l K[l\]/\IIADH 1 K[]N\IIADHz]lK[I\}/iIC]l
% [KIC][Glut] — % [Leu][0KG]
v _ [ch]z [Glut]2 [Leu]1 [ KG]2 (13)
9 1+ [KIC] + [Glut] [KIC][Glut] [Leu] [aKG] [Leu][aKG]
K%Ic}z K[I\élut]2 K[I\IEIC]?K[I\éIut]Z K[I\éeu]l K[I\iKG]‘z K[I\éeu]l'K[I\iKG]Z

runs over all dimensions of X describing the model output
at each sample time 7;. 7" is the number of measurements

taken and X = (z¢;) the given data matrix.
dim(X) i (7 2
7 f
frsp®.X) = 3 z( ) ay
i=1 t=1

The fitness (Eq. 14) was used in several publications for
similar problems [12]. An implementation of the fourth order
Runge-Kutta method solved the ordinary differential equation
systems to obtain X(7;) for every ¢.

In biology the parameter space is limited to values greater
than or equal to zero and cannot exceed the diffusion rate. So
to restrict the search space for the optimizers, we limited pa-
rameter values to the range [0, 2000], still covering 98.748 %
of all known kinetic parameters in the BRENDA database
[13]. In more detail, 99.958 % of all K" values, 99.957 % of
all K™ values and 96.328 % of all k°®* values are lower than
2000. All known parameters in BRENDA are greater than or
equal to zero. To avoid division by zero in some parameters,
the range was set to [¢,2000] with ¢ = 10~% there. For
transformed parameters in Michaelis-Menten equations (Sec.
11-B.1) the range was limited to [0, 10%]. Only 0.962 % of all
KT and 0.004 % of all K™ values in BRENDA are reported
to be lower than 1078,

Previous Monte Carlo searches showed that initialization
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plays an important role due to the high nonlinearity of both
considered models. Parameter values chosen completely by
chance often lead to instable systems. Hence, all parameters
were initialized with low values, assuming that large param-
eter values are rather infrequent in nature. This assumtion is
also supported by the entries of the BRENDA database [14],
showing that 64.807 % of the known parameters are < 2. A
Gaussian distribution with ¢ = o = 1 guarantees low initial
values and ensures stable initial populations. Each parameter
was set to the boundary values if it broke any of the search
space restrictions.

D. Standard Settings for the Optimization Algorithms

Using the JAVAEVA framework! [15] we tested the fol-
lowing Evolutionary Algorithms on the inference problem:

o (Multi-start) Hill Climber (HC), the number of starts
varying from 1, 10, 25, 50, 100 to 250. All used
Gaussian mutation with a fixed standard deviation of
o = 0.2 and a mutation probability p,, = 1.0.
Simulated Annealing (SA) with v = 0.1 and an initial
temperature of 7' = 5 using a linear annealing schedule
and a population size of 250.
Binary Genetic Algorithm (binGA) with one-point mu-
tation, p,, = 0.1, and one-point crossover, p. = 0.7.

Uhttp://www-ra.informatik.uni-tuebingen.de/software/JavaEvA
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o Real valued Genetic Algorithm (realGA) with global
mutation, p,, = 0.1 and UNDX crossover, p. = 0.8.
Both GAs used tournament selection with a group size
of 8 in a population of 250 individals.

« Standard Evolution Strategy (stdES) as (5,25)-ES with
global mutation, p,, = 0.8 and discrete one-point
crossover, p. = 0.2.

o Evolution Strategy with covariance matrix adaption
(cmaES) as (5,25)-ES, p,, = 1.0, no crossover. Both
ESs used deterministic best-first selection to choose the
next generation.

o Constricted Particle Swarm Optimization (PSO) setting
¢1 = 2.05, p2 = 2.05, x = 0.73 and using star topology
and a population size of 100.

« Differential Evolution (DE) with the scheme DE/cur-
rent-to-best/1 [16] setting A = F' = 0.8, CR = 0.5 and
a population size of 100.

For all algorithms with population sizes lower than 250
individuals, a pre-population with 250 parameter vectors
was generated and the best were selected to generate the
initial population. This step is crucial to obtain comparable
results for algorithms with different population sizes [12].
Every setting was repeated 20 times with 100,000 fitness
evaluations per run.

E. Preliminary Comparison

Figures 3(a) and 3(b) show the results of the preliminary
comparison for the rev. and irrev. CK MM, respectively. Even
though the different Hill Climbers produce lower fitness val-
ues in the irreversible case, the global evolutionary optimiz-
ers reach notably better fits using the reversible model. The
realGA fails badly on both models, whereas four algorithms
show to be interesting for further analysis: binGA, PSO
and DE produce similarly good results on both models. The
cmakES is not competitive in the irreversible case, however it
is among the most successful in the reversible case (Tab. III).
We therefore concentrate on binGA, cmaES, PSO as well
as DE and take a closer look on parameter settings for the
reversible model.

F. Parameter Analysis for the Evolutionary Algorithms

We first studied the influence of different mutation and
crossover operators on the binGA. A grid search over the
operators provided by the EA framework was performed
with 20 runs per setting at 100,000 fitness evaluations each
and population size 100. Next to standard one-point, n-point
(setting n = 3) and uniform crossover the bit-simulated
crossover scheme was tested as well. We tried no mutation,
one-point and adaptive mutation, an operator which modifies
individual mutation probabilities similar to ES step-size
adaptation. For the most successful operator combination,
different population sizes have then been tested.

For the cmaES we employed a grid search over the
population parameters p € {1,5,10,25,50,125} and \ €
{25, 50,125,250, 500} rejecting combinations where 1 > A
and keeping p,, at 1 and p. at 0.
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Fig. 3. Comparison of the different Evolutionary Algorithms applied to
both models

In the preliminary test, the PSO with standard parameters
performed best on average, still we tested the alternative
settings ¢; = 2.8 and ¢ = 1.3 as suggested in [17] as well
as additional population sizes, namely {25, 50, 250, 500}.

For the DE approach another grid search was per-
formed, alltogether testing values for f,A € {0.5,0.8}
and CR € {0.3,0.5,0.9}. For the most promising pa-
rameter set, the population size was varied additionally in
{50, 250, 500, 1000}.

G. Hardware Configuration

All experiments were run on a cluster with 16 AMD dual
Opteron CPUs with 2.4 GHz, 1 MB level 2 cache and 2 GB
RAM per node under the Sun Grid Engine and JVM 1.5.0
with Scientific Linux 4 as operating system. An experiment
with 20 runs took a computation time of approximately 1.5 h.

III. RESULTS

The grid search over the GA operators revealed that
adaptive mutation without crossover performs slightly better
than the other combinations (Fig. 4). When testing this
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TABLE III
PRELIMINARY TEST RESULTS

Listed are four single best and average best algorithms, respectively.

CK MM, reversible CK MM, irrreversible
Min.  Algorithm | Average Std. Dev. Algorithm Min.  Algorithm | Average Std. Dev. Algorithm
20.882 PSO 21.773 0.352 PSO 21.632 PSO 23.968 0.931 DE
21.821 DE 22.633 0.562 DE 22.651 DE 23.991 2.415 PSO
22.829 cmaES 24.341 1.026 cmaES 25.152  binGA 25.761 0.331 binGA
23.687 binGA 24.960 0.910 binGA 25.888  stdES 26.539 0.210 HC MS 10
30 30 30
28 289 28 . HH } o .,
5% T 3201 5% TooTHL *;;;v
biossfee. - .| b B “. 5g88B. 25008
2 T T TBEEEST 2 T =—m === 2 -
2CUR: w w 03 05 09 w a ‘Standard  Altemative  Standard  Altemative “ 3 2% § ‘é _|E ‘é g E|E 2 §§§ ‘g o
s | MoR e Mt €8> gz gTEs
=0.5 =0.8 adaptive E no mutation onezpoint €
(a) DE (b) PSO (c) binGA

Fig. 4. Benchmark of different parameters for DE and PSO, and operators of binGA

configuration for different population sizes, a value of 500
suggests a minor advantage, cf. Fig. 6(c).

The cmaES performs best in the (25,50)-configuration
(Fig. 5) but does not achieve the excellence of the other
optimizers. Without further investigation we attribute this to
the highly deceptive target function with the typically high
ES selection pressure making it hard to escape local minima.

The alternative parameter setting for PSO did not show
advantageous (Fig. 4(b)). The standard population size of
25 for PSO was best on average (Fig. 6(b)), confirming the
ability of PSO to work fine with small swarms, compared
to other EAs, also due to the fact that PSO does not apply
classical selection.

DE shows best average results for f = 0.8, A = 0.5 and
CR = 0.9, squeezing the average performance close to a
fitness of 22 (Fig. 4(a)). The population size of 100 turns
out to be most effective for this setting (Fig. 6(a)).

The accordingly tuned settings were also applied to the
irreversible model (Tab. IV) and, besides PSO, showed im-
provements. Still the overall best fitness (19.974) was found
for the reversible model using PSO with ¢1 = ¢2 = 2.05
and a population size of 50 (Tab. IV).

The resulting model systems for the parameter values
yielding the lowest fitness values are plotted in Fig. 7. Splines
were added for a better visualization to indicate a plausible
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Fitness
30

22

Fig. 5. Impact of © and A on the performance of the cmaES

fit (RSE of the splines: 19.670). These were constructed
using the settings described in Sec. 1I-B.3. The irreversible
system is often unable to follow the dynamic behavior of the
measurements and results in straight lines, which are locally
optimal but have low biological significance.

IV. CONCLUSIONS

In this study we conducted a systematic benchmark on
the problem of parameter estimation for two convenience ki-
netics models on the Val/Leu biosynthesis in C. glutamicum.
Out of the eight different optimization procedures tested, four
showed outstanding performance approximating the in vivo
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TABLE IV
STATISTICS ON THE MOST SUCCESSFUL RUNS OF EACH MAIN OPTIMIZER

CK MM, rev. CK MM, irrev. . . .
o . Algorithm Population Size
Minimum Average Std. dev. | Minimum Average Std. dev.
22.092 23.353 0.666 25.040 25.346 0.176 | binGA, adaptive MUT, no CO 100
21431 23222 1.066 25.632  28.055 2.697 | cmaES, p. = 0,p,, = 1 (10,50)
20.862 22.499 1.119 21.763 23.603 1.268 | DE, f=X=0.8, CR=0.3 100
19.974 21.620 0.638 21.747 24.468 3.082 | PSO, ¢1 = ¢ = 2.05 50
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data. Although the concentration trace of some metabolites
could not be simulated with a high degree of exactness,
other traces approached the quality of independent spline
approximations.

The splines, however, are uncoupled and do not underly
any biological restraints, thus having no explanatory power.
With regard to more complex metabolic systems, we showed
that the convenience kinetics is an appropriate standard for-
malism when exact knowledge of the underlying mechanism
is not available. This is often the case in large reaction
databases like KEGG or MetaCyc. Especially the reversible
variant allowed good reconstruction of the experimental data
while the irreversible alternative often produced implausible
straight lines. We conclude that secondary reactions not
incorporated in our model system interfere with this pathway.
In our case, this can only be represented by the assumption
of reversibility. Thereby the model is granted the necessary
degree of freedom to come close to the observed data.

Among the Evolutionary Algorithms tested, four reached
notable results on the parameter inference problem. The
binGA and cmaES can however not fully compete with tuned
PSO and DE approaches. The best parameter set found by
PSO on the reversible model had an RSE of 19.974, close
to the RSE of 19.670 of the spline approximation. In the
related study of Spieth et al. [11] on in silico data mainly
from gene regulatory network models, ES were found to
be most successful for parameter estimation followed by
DE, while binGA and PSO performed poorly. However, for
parameter estimation in metabolic models based on in vivo
data, the ES was not adequate but outperformed by DE and
PSO. DE seems to be a reasonable choice for both kinds
of biological models. For future extensions of this model
system towards more complex metabolic networks and their
parameter estimation, the results of this study will be a
valuable basis.
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