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Abstract— This paper presents a solution to the problem of
steering a group of real omnidirectional mobile robots along
a given path, while maintaining a desired formation pattern.
This problem can be divided into a leader agent subproblem
and a follower agent subproblem such that a leader agent
follows a given path and each follower agent tracks a trajectory,
estimated by using the leader’s information. In this paper, we
exploit nonlinear model predictive control (NMPC) as a local
control law for real-world experiments due to its advantages
of taking the robot constraints and future information into
account. To solve the path following problem for the leader
agent, we propose to integrate the rate of progression of a
virtual vehicle to be followed along that path into the local cost
function of NMPC. After the open-loop optimization problem is
solved, the optimal rate of progression at each time step in the
future is obtained. This information and the leader’s current
state are broadcasted to all follower agents. With respect to
a desired formation configuration and a reference path, each
follower agent can estimate its own reference trajectory by
using the leader’s information and its time stamp. NMPC is
also employed as a local control law to steer the follower agent
to track that reference trajectory. Our approach was validated
by experiments using three omnidirectional mobile robots.

I. INTRODUCTION

The fields of coordination and formation control for multi-

ple mobile robots have been the object of recent research ef-

forts in the last few years [1], [2]. The problem of formation

control is defined as the coordination of a group of robots

to follow a given path (in case of a given trajectory, to track

a time parameterized reference trajectory) and to maintain a

desired spatial formation, e.g., a column, a line, a triangle,

etc. Solutions of this problem can be applied in a wide range

of applications, such as search and rescue missions, remote

terrain and space exploration, security patrols, and land mine

removal.

This paper addresses the problem of path following and

the problem of formation keeping. Various strategies and

approaches have been investigated for solving the formation

control problem. These approaches can be broadly classi-

fied into three groups, i.e., the leader-following approach

[3], [4], the virtual structure approach [5], [6] and the

behavior-based approach [7]. In our proposed method, we

use the leader-following strategy. The main advantage of the

leader-following approach is its simplicity in that formation

maneuvers can be completely specified in terms of the

leader’s path or trajectory, and the leader-following problem

can be reduced to a tracking problem. Consequently, the
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global problem of keeping the desired formation pattern can

be decomposed into two subproblems, i.e., a leader agent

subproblem and an individual follower agent subproblem.

To control motions of all robot agents, we employ NMPC

as a local control law since it can explicitly account for robot

constraints and easily handle nonlinear and time-varying

systems. To solve the problem of path following for the

leader agent, we propose to integrate explicitly the rate of

progression ṡ of a virtual vehicle into the local cost function

of NMPC. Thus, the optimal predicted trajectory can be

produced after the open-loop optimization is solved. This

information is sent out to all follower agents via broadcast

communication. With respect to this optimal predicted tra-

jectory, each follower agent can generate its own estimated

reference trajectory. Then its local NMPC law uses this

reference trajectory to find the optimal control input.

The rest of the paper is structured as follows: Section II de-

scribes how to combine the formation configuration with the

path following problem. In Section III, the omnidirectional

mobile robots, which have been used in our experiments, are

modeled. Then NMPC is presented in Section IV. Section V

shows the experimental results. Finally, our conclusions and

future work are given in Section VI.

II. FORMATION CONFIGURATION

In this paper, we solve two problems, i.e., the path follow-

ing problem and the formation keeping problem. In the path

following problem, the path is normally parameterized by the

path length s, instead of time, which is normally used in a

trajectory tracking problem. To make a formation pattern, we

employ an idea of formation configuration in a curvilinear

coordinate system, proposed in [8]. When the formation

is turning, the formation’s shape can be slightly modified.

Follower agents on the outside speed up and follower agents

on the inside slow down, which allows the formation to be

shape compliant on route (see Fig. 1). In our method, only

the path which the leader follows is generated, while each

individual follower agent Fi in the group has a pre-specified

offset (pi(s), qi(s)) in curvilinear coordinates relative to the

reference point C, which the leader agent follows, as shown

in Fig. 1.

In some situations, the collision-free path does not always

guarantee the safety for the whole formation. For example,

the width of the path could be too narrow to allow for more

than one robot. Thus, the formation must be changed to a

column (see Fig. 2(b)). However, as stated in [8], the width

of the formation (q-offset) can only be changed if the second

derivative d2q/ds2 exists, i.e., offset qi must be adequately



Fig. 1. Graphical depiction of a mobile robot path and accompanying offset
quantities [8] when the formation is turning. L denotes a leader agent and
F1 − F4 denote follower agents.

smooth with respect to the corresponding progenitor path

during the transient from one configuration to another. To

solve this problem, we propose to use a fifth-order (quintic)

polynomial to join two path segments with different offset,

so that the position, first and second derivatives at the starting

and end points, where two path segments are joined, match.

A quintic is the minimum order polynomial, which is able

to give sufficient degrees of freedom and comply with the

constraints on the slope. The general form of a quintic

function is given by

q(s) =
5

∑

j=0

(ajs
j
d), (1)

subject to constraints on the conditions of the starting and

end points, and its slope:

q(sstart) = qstart, q(send) = qend,

q′(s) = dq(s)
ds

, q′(sstart) = q′(send) = 0,

q′′(s) = d2q(s)
ds2 , q′′(sstart) = q′′(send) = 0,

(2)

where aj are the coefficients of the function, (s, q) is the

position on the offset curve at the path length s, sd =
s−sstart

send−sstart
, (sstart, qstart) is the starting point of the quintic

curve, and (send, qend) is the end point of the quintic curve.

Applying (2) to (1) yields a0 = qstart, a1 = a2 = 0, a3 =
10, a4 = −15, and a5 = 6. The quintic function becomes:

q(s) = qstart + (qend − qstart)(6s
5
d − 15s4

d + 10s3
d). (3)

Using the scenario of formation configuration in a curvi-

linear coordinate system allows us not only to have the offset-

(a) (b)

Fig. 2. Graphical description of formation configurations: (a) a triangle
(b) a column. L, F1, and F2 denote the leader agent, the follower agent 1
and the follower agent 2, respectively. Units are given in meter.

varying distance qi(s) but also to adjust the pi(s) coordinate.

This is simply obtained by decreasing or increasing the

velocity of a follower agent i in an appropriate manner.

However, collision avoidance has to be taken into account.

The timing of each follower agent has to be evaluated in

order to ensure that no collision occurs during transition.

Let uc be the translational velocity of point C, which

the leader agent follows. In other words, uc is the rate

of progression of a virtual vehicle. Once the (pi(s), qi(s))
coordinates of a follower agent i have been determined,

the path length of a follower agent si can be obtained by

si = sc + pi, where sc is the path length at point C. Then

its velocity profile can be obtained by1

ui = Hup, (4)

ωi = kiui, (5)

where

ki = sign(b)
√

a2+b2

H2 ,

H =
√

(1 − kpq)2 + (dq
ds

)2,

a = −2kp
dq
ds

− q
dkp

ds
− (1 − kpq)

G
H2 ,

b = kp − k2
pq + d2q

ds2 −
dq
ds

G
H2 ,

G = (1 − kpq)(−kp
dq
ds

− q
dkp

ds
) + dq

ds
d2q
ds2 ,

ui, ωi and ki are the translational velocity, the rotational ve-

locity and the curvature of the follower agent i, respectively,

up is the translational velocity at si, which is usually equal

to uc. kp is the curvature at si on the reference path, and

qi(s) is the offset at si.

III. KINEMATIC MODEL OF OMNIDIRECTIONAL

MOBILE ROBOTS

Omnidirectional mobile robots are becoming increasingly

popular, since they have some distinguishing advantages over

their nonholonomic counterparts. They have simultaneously

and independently controlled rotational and translational

motion capabilities. The annual RoboCup competition is an

example of a highly dynamic environment where omnidirec-

tional mobile robots have been exploited highly successfully

(see the RoboCup Official Website: http://www.robocup.org).

There are two coordinate frames used in the modeling: the

body frame (Xm, Ym) and the world frame (Xw, Yw). The

body frame is fixed at the moving robot with the origin at

the center of the robot, whereas the world frame is fixed

at the ground, as shown in Fig. 3. θ denotes the robot

orientation, which is the angle of the axis Xm in the world

coordinate system. ϕ denotes the robot moving direction

in the world coordinate system. Each wheel has the same

distance Lw to the robot’s center of mass R. δ refers to the

wheel orientation in the body frame. The kinematic model

of an omnidirectional mobile robot is given by




ẋ
ẏ

θ̇



 =





cos θ − sin θ 0
sin θ cos θ 0

0 0 1









u
v
ω



 , (6)

1The derivations can be found at: http://www.ra.cs.uni-
tuebingen.de/mitarb/kanjana/IROS2008deriv.pdf.



Fig. 3. Coordinate frames of an omnidirectional mobile robot.

where [x, y, θ]T is the state vector in the world frame and

[u, v, ω]T is the vector of robot velocities observed in the

body frame. u and v are the robot translational velocities and

ω is the robot rotational velocity. When the wheel velocities

are considered, the lower level kinematic model with respect

to the robot coordinate can be described by




q̇1

q̇2

q̇3



 =





cos δ sin δ Lw

− cos δ sin δ Lw

0 −1 Lw









u
v
ω



 , (7)

where q̇(t) = [q̇1, q̇2, q̇3]
T is the vector of wheel velocities,

which is equal to the wheel’s radius multiplied by the wheel’s

angular velocity.

Motion control of an omnidirectional robot has been

well studied. Trajectory linearization control (TLC), which

is based on linearization along the desired trajectory and

inversion of the dynamics was implemented in [10]. Watan-

abe [9] introduced the PID control, self-tuning PID control,

and fuzzy control of omni-directional mobile robots. In our

proposed approach, NMPC combined with path following

has been carried out for the leader agent, and is explained in

details in the next section. NMPC is an attractive approach,

because it can explicitly account for system constraints and

easily handle nonlinear and time-varying systems.

IV. NONLINEAR MODEL PREDICTIVE CONTROL

Nonlinear model predictive control (NMPC) has become

an increasingly popular control technique used in industry.

The controller is based on a finite-horizon continuous time

minimization of nonlinear predicted tracking errors with

constraints on the control inputs and the state variables.

It predicts system outputs based on current states and the

system model, finds an open loop control profile by nu-

merical optimization, and applies the first control signal in

the optimized control profile to the system [11]. However,

due to the use of a finite predictive control horizon, control

stability becomes one of the main problems. To guarantee

control stability, many approaches have been investigated,

e.g., using so called terminal region constraints and/or a

terminal penalty term. More explanations regarding NMPC

can be found in [11], [12].

In the centralized system of formation control, the com-

plete system is modeled and all the control inputs are com-

puted in one optimization problem. Using this strategy, the

size of the state variables depends typically on the number of

mobile robots. When the control horizon becomes larger, the

number of variables, of which the agent has to find the value,

increases rapidly. Also, the demands of computer power and

memory are daunting for the real-time solution of systems

with a large control horizon and a large number of mobile

robots. Although short prediction horizons are desirable from

a computational point of view, long prediction horizons are

required for closed-loop stability and good performance.

Thus, the research has led us to extending the single-agent

MPC framework to the use of multiple agents by means of

decomposing the centralized system into smaller subsystems

that are independently controlled. This can be achieved by

using distributed/decentralized control or hierarchical design

(see [13], [14], [15], [16]). The main difference of these

control approaches is the kind of interaction between two

subsystems via state variables, constraints or objectives. In

this paper, the task of formation keeping is divided into two

subtasks: (i) the leader agent follows a given reference path,

and (ii) each follower agent tracks its own estimated trajec-

tory. Each agent computes a solution to its local problem. The

leader agent communicates the most recent variables to its

followers, each of which re-solves its optimization problem

with the updated values.

A nonlinear system is normally described by the following

nonlinear differential equation:

ẋ(t) = f(x(t), u(t)),
subject to: x(t) ∈ X , u(t) ∈ U , ∀t ≥ 0

(8)

where x(t) ∈ R
n, u(t) ∈ R

m are the n dimensional state

vector and the m dimensional input vector of the system,

respectively. X ⊆ R
n and U ⊆ R

m denote the set of feasible

states and inputs of the system, respectively. In NMPC, the

input applied to the system is usually given by the solution

of the following finite horizon open-loop optimal control

problem, which is solved at every sampling instant:

min
u(·)

∫ t+Tp

t

F (x(τ), u(τ)) dτ + V (x(t + Tp)), (9)

subject to: ẋ(τ) = f(x(τ), u(τ))

u(τ) ∈ U ∀τ ∈ [t, t + Tc]

x(τ) ∈ X ∀τ ∈ [t, t + Tp]

x(t + Tp) ∈ Ω

(10)

where F (x, u) = xT Qx + uT Ru, Tc and Tp are the control

horizon and the prediction horizon with Tc ≤ Tp. V (x(t +
Tp)) is the terminal penalty and Ω is the terminal region.

The deviation from the desired values is weighted by the

positive definite matrices Q and R. In our experiments, the

control horizon Tc is equal to the prediction horizon Tp.

A Lyapunov function for the terminal-state penalty can be

defined as follows:

V (x(t + Tp)) = 1
2x(t + Tp)

T x(t + Tp) (11)

under the terminal-state controller uL(t) such that the fol-

lowing condition is satisfied:

V̇ (x(t)) + F (t, x(t), u(t)) ≤ 0 , (12)



for any state x(t) belonging to the terminal region Ω.

By our implementation, at initial time the internal clock

of each agent has to be synchronized using clock synchro-

nization. Furthermore, the sampling time is calculated based

on the average past results [17]. Thus sampling time is

varying. This leads us to work with asynchronous agents

with different sampling time. This strategy allows agents to

proceed at its own speed. In the next two subsections, we

give more details about our controllers used in the leader

agent and in the follower agent.

A. Leader Agent and Path Following Control

The main tasks for the leader agent are to steer itself

to a given reference path, to produce an optimal predicted

reference trajectory at each time instant, and to send out its

information to all follower agents via broadcast communica-

tion. The first two tasks are simply handled by NMPC.

The path following problem is illustrated in Fig. 4. Since

the translation and rotation of omnidirectional robots can be

separately controlled [19], the intuitive explanation is that

the controller finds (i) the distance from the robot to the path

with the help of the rate of progression of a virtual vehicle,

and (ii) the angle between the robot orientation θ and the

desired orientation θb, and then reduces both to zero. The

error kinematic model with respect to the path coordinate,

adapted from [18] to omnidirectional mobile robots, can be

given as

ẋe =





ẋe

ẏe

θ̇e



 =





0 k(s)ṡ 0
−k(s)ṡ 0 0

0 0 0









xe

ye

θe



 + ue , (13)

where ue =





−ṡ + uo cos φ
uo sinφ
ω − ωb



 ,

ωb = θ̇b, xe is the vector of the pose error with respect to

the path coordinate, k(s) is the path curvature at s, and uo

is the desired translational velocity along the reference path.

φ = ϕ − θr and θe = θ − θb, where ϕ is the angle of the

moving direction of the robot with respect to the world frame

and θr is the orientation angle of the tangent to the reference

curve at s. In this paper, the desired orientation θb is simply

given as θr.

To drive the error xe to zero, x and u in (9)-(12) are

replaced by xe and ue, respectively and the terminal state

feedback controller uL = [uL
1 , uL

2 , uL
3 ]T is selected as

follows:
uL

1 = −αxeT ,
uL

2 = −βyeT ,
uL

3 = −γθeT ,
(14)

where xe(t + Tp) = [xeT , yeT , θeT ]T , α ≥ 0, β ≥ 0, and

γ ≥ 0. All weight parameters have to be selected such that

(12) is satisfied.

After the optimization problem at time tk is

solved, the current reference state (sl,k), the optimal

rate of progression at each time step in the future

(ṡl,k|k, ṡl,k+1|k, ..., ṡl,k+Tp−1|k), and the sampling time δl,k

are transmitted to all follower agents. Each data packet is

Fig. 4. Illustration of the path following problem.

time-stamped, so that the age of the information can be

extracted at a follower controller.

B. Follower Agent and Trajectory Tracking Control

The task for each follower agent is to track it own

estimated reference trajectory, based on the leader agent’s

information, the predefined formation configuration, and the

given reference path. In practice, some problems may arise,

e.g., the information time delay is not zero, the sampling time

of the follower agent can be different (asynchronous timing

conditions) from that of the leader agent or the data packet

can be lost. To overcome these problems, first we calculate

the age of the received information and then estimate the

robot’s own reference trajectory with the velocity profiles,

computed by using (4) and (5). In case of packet loss, the

missing information can be filled in by using the previous

information received from the leader agent.

The error kinematic model of each follower agent i
with respect to the robot coordinate, adapted from [20] to

omnidirectional mobile robots, can be given as

ẋi,e =





ẋi,e

ẏi,e

θ̇i,e



 =





0 ωi 0
−ωi 0 0
0 0 0









xi,e

yi,e

θi,e



 + ui,e , (15)

where ui,e =





ui,r cos θi,e − ui

ui,r sin θi,e − vi

ωi,r − ωi



 ,

xi,e is the vector of the pose error with respect to the robot

frame, [ui, vi, ωi]
T is the vector of robot velocities. ui,r and

ωi,r are the desired translational and rotational velocities,

respectively. Since xi,e is required to converge to zero, x

and u in (9)-(12) are replaced by xi,e and ui,e, respectively.

We select the terminal penalty and the feedback controller

in the same way as we do for the leader agent.

V. EXPERIMENTAL RESULTS

We implemented our algorithm on three omnidirectional

mobile robots shown in Fig. 5. Each is equipped with a

Pentium-M 2 GHz on-board PC with 1 GB RAM and its

wheels are driven by three 60W Maxon DC motors. It has

an omnidirectional camera as sole sensor, which is used for

self localization. Thanks to [21], the self localization applied

for the RoboCup field has been employed in our experiments.



Fig. 5. Omnidirectional mobile robots used in the formation control
experiments.

This self-localization algorithm is based on probabilistic

Monte-Carlo localization (MCL). In our experiments, one

of the omnidirectional robots is defined as a leader and the

others as followers. The reference path is given as

xo(t) = 2.3 cos t
1+(sin t)2 , yo(t) = 2.3 sin t cos t

1+(sin t)2 . (16)

By our implementation, this given path was numerically

parameterized by the path length s. All parameters used in

our experiments are listed in Table I, (I3 = diag(1, 1, 1)).
A sampling time of approximately 0.07s can be achieved.

The free package DONLP2 [22] has been used to solve the

online optimization problem and PID controllers have been

implemented for motor velocity control.

Fig. 6 shows the superimposed snapshots of three mobile

robots keeping and switching the formation, while the leader

follows the reference path with the translational reference

velocity uo of 0.4 m/s and the rotational reference velocity

ωo of kouo, where ko is the curvature at the reference point.

A formation was changed from a triangle (see Fig. 2(a)) to a

column (see Fig. 2(b)) and then switched back to the triangle.

The pose errors of the leader, of the follower 1, and of the

follower 2 are shown in Fig. 7(a), Fig. 7(b), and Fig. 7(c),

respectively. The velocities of the leader, of the follower

1, and of the follower 2, compared with their reference

velocities, are shown in Fig. 8(a), Fig. 8(b), and Fig. 8(c),

respectively. As can be seen, the leader robot can follow the

reference path with the desired translational velocity and the

follower robots can track the reference trajectory based on

the leader robot’s information. Also they can maintain the

desired formation at any time.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we present formation control of real omni-

directional mobile robots using a local NMPC law. NMPC

is an attractive control method as not only it can handle the

state and input constraints but also utilize future information

to generate a trajectory of optimal control input at each time

TABLE I

PARAMETERS USED IN OUR EXPERIMENTS

Parameters Leader Follower1 Follower2

Q 1I3 1I3 0.5I3
R 0.1I3 0.2I3 0.1I3
Tp 3 3 3

α, β, γ 2 2 2

Fig. 6. The snapshots are taken at the following time: (a) original
configuration (thin line) at t = 0s, (b) column configuration (thick line)
at t = 15.4s, (c) column formation (thin line) obtained at t = 23.1s, and
(d) triangle formation (thick line) obtained at t = 39.5s. L denotes leader,
F1 denotes the follower 1 and F2 denotes the follower 2. × denotes the
starting position.

step. However, the well-known disadvantages of NMPC are

a control stability problem and high computational time. By

our implementation, we employ a Lyapunov function for the

terminal-state penalty and terminal constraints to guarantee

the stability of a local NMPC law and we have shown that

NMPC is a promising control approach, applied for real-time

applications of mobile robots as seen in our experimental

results.

The two key points, which are employed to solve the

path following problem and formation keeping problem in

this paper, are that (i) the rate of progression of a virtual

vehicle is integrated into the local cost function of the

leader agent, and (ii) each follower agent computes its

own reference trajectory with velocity profiles, estimated by

using the leader’s information, a given path, and a desired

formation pattern. Velocity profiles for each follower agent

can be computed by using (4) and (5) when (pi(s), qi(s))
coordinates have been determined.

Since each follower agent has to estimate its own reference

trajectory by using the leader’s information, the mismatch

between what the leader agent is actually doing and what the

follower agents believe that the leader agent is doing plays an

important role in the stability problem. Reducing the uncer-

tainty and estimation mismatch made about the leader’s in-

formation is currently under our investigation. Furthermore,

we will integrate obstacle avoidance as coupling constraints

and analyze a condition for the proposed approach to ensure

the feasibility of the optimization problem.
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Fig. 7. Pose errors of (a) the leader, (b) the follower 1, and (c) the follower 2.
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